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Motivation
⮚ Existing quantization methods can be generally separated into non-

uniform methods, and uniform methods. 
⮚ Since many users are incapable of retraining DNN due to the lack 

of computing-resource or retraining data, quantization without 
retraining becomes the most popular compression method in many 
real-world scenarios.

⮚ Low latency is critical for real-time interactions, while low energy
consumption can help companies reduce cost in data-centers and 
improve the endurance of edge devices.

⮚ Most dynamic quantization methods have to perform the 
dequantization and re-quantization process to rescale parameters 
with the aim of ensuring accuracy.

⮚ As the trade-off of prior quantization methods in terms of data 
format precision and hardware efficiency, we develop a floating-
point representation variant, named Adaptive Floating-Point 
(AFP).

Adaptive Floating-Point Quantization
⮚ AFP owns varying bitwidth for exponent and mantissa parts (nexp

and nman), where the bit-width are chosen w.r.t the target 
application. 

⮚ In contrast to the fixed bias term adopted by the FP32 (i.e., k = 127), 
we make such a bias term a tunable as well.

⮚ Layer-wise Quantization with AFP
• Determine bias: The bias is chosen to allow the maximum value of 

quantized weights and the maximum value of weights to be consistent, 
and the range of quantization can cover as much of the distribution of 
weights as possible.

• Determine the bit-width of exponent: The bit-width of exponent should 
be determined to enable that the range of exponent part can adequately 
cover the distribution of the weights.

• Determine the bit-width of mantissa: The mantissa is a component of a 
finite floating-point number, with the radix point immediately following the 
first digit. 
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